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Abstract. Notes on our seminar

1. Definitions and notation

For notational purposes we assume that 0 is not a natural number.

2. Towards the exponential drift for SL2(R)

2.1. The case of a finite IFS with uniform contraction rate. In what follows
we let G = SL2(R) and denote by g = sl2(R) its Lie algebra. We fix ourselves a
constant % ∈ (0, 1) and real numbers x1, . . . , xr ∈ R not all zero. We denote

gi =

(
%−1 −xi
0 %

)
(i = 1, . . . , r).

The example to think of is % = 1
3 , r = 2, x1 = 0, and x2 = 2

3 . In what follows,
we let E = {gi : i = 1, . . . , r}. We assume that µ is a fully supported probability
measure on E. Let B = EN and β = µ⊗N.

We write

X =

(
0 1
0 0

)
, H =

(
1 0
0 −1

)
, Y =

(
0 0
1 0

)
and note that g = R− span{X,Y,H}. We will write

g = g− ⊕ g0 ⊕ g+,

where g− = RX, g0 = RH, g+ = RY . Let a ∈ G be a diagonal matrix and
note that a = ± exp(tH) for some t ∈ R. An elementary calculation shows
that {X,Y,H} is an eigenbasis of g for Ada ∈ SL(g) given by

Ada(v) = ava−1 (v ∈ g).

In particular, we have

Ada(X) = e2tX, Ada(Y ) = e−2tY, Ada(H) = H.

Lemma 2.1. The adjoint representation of G on g and the induced representation
on ∧2g are isomorphic.

Proof. Using the classification of irreducible representations of G it suffices to prove
that both representations are irreducible. As every representation ofG is semisimple
and as the trivial representation is the unique one-dimensional representation of G,
it suffices to prove that both representations do not admit any non-trivial invariant
vectors.

Using the correspondence between irreducible representations of G and repre-
sentations of g, it suffices to show that the representations of g on g and on ∧2g
induced by the adjoint action do not admit any fixed vectors. To this end we recall
that

adY (X) = −H, adY (H) = 2Y, adY (Y ) = 0,
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adX(X) = 0, adX(H) = −2X, adX(Y ) = H.

Let v ∈ g, w ∈ ∧2g be g-fixed vectors. Then

v = ad3
X(v) = 0 and w = ad3

X(w) = 0.

This proves the claim. �

Remark 2.2. (1) More explicitly, one calculates that ∧2Ada is diagonalizable
with eigenbasis {X ∧H,H ∧ Y,X ∧ Y } satisfying

(∧2Ada)(X ∧H) = e2tX ∧H,
(∧2Ada)(X ∧ Y ) = X ∧ Y,
(∧2Ada)(H ∧ Y ) = e−2tH ∧ Y,

and it is not very difficult to see that the map Φ : g→ ∧2g defined by

X 7→ −1

2
X ∧H,

H 7→ X ∧ Y,

Y 7→ −1

2
H ∧ Y

defines an isomorphism of representations of G. Note: It is easier to check
that the isomorphism is g-equivariant. To this end, we recall that for
any V,W ∈ g we have

(∧2adU )(V ∧W ) = (adUV ) ∧W + V ∧ (adUW ).

(2) In what follows let B : g× g → R denote an invariant inner product on g.
Then B2 = Φ∗B : ∧2g × ∧2g → R given by B2(v, w) = B(Φ−1v,Φ−1w)
defines an inner product on ∧2g and Φ : g → ∧2g is a G equivariant
isometry. It will be convenient to assume either that B is SO2(R)-invariant
or that {X,Y,H} is an orthonormal basis.

In what follows, we denote by ‖·‖ the norm on g induced by B. We will abuse
notation and use the same notation for the norm on ∧2g induced by the isometry Φ.

Corollary 2.3. Let E,µ,B, β as above. In the notation of [SW19, Thm. 2.1] we
can choose W∧1 = RX and W∧2 = R(X ∧H).

Proof. The argument for this was provided earlier already in greater generality.
We reproduce it for concreteness. Note that following the preceding discussion
on isometry of the representations and using that all norms on g and on ∧2g are
equivalent, the conclusion of Corollary 2.3 is independent of the choice of norms
both on g and (independently) on ∧2g. We can therefore assume that B is chosen so
that {X,Y,H} is an orthonormal basis with respect to the inner product B. As of
Lemma 2.1 and by definition of the norm on ∧2g, it suffices to prove the statement
for d = 1.

Let t ∈ R arbitrary and

u(t) =

(
1 t
0 1

)
,

then

Adu(t)X = X, Adu(t)H = H − 2tX, Adu(t)Y = Y + tH − t2X.

Furthermore, each gi ∈ E decomposes as gi = uia, where

a =

(
%−1 0
0 %

)
and ui = u(%−1xi).
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Using the relation

au(t)a−1 = u(%−2t),

one obtains that for any  : N→ {1, . . . , r} we have

(2.1) g(n) · · · g(1) = u

(
n∑
`=1

%−2(n−`)−1x(`)

)
an.

This is proven by induction. If n = 1, the statement is clearly true. The induction
step is then given by

g(n+1) · · · g(1) = u(x(n+1))au

(
n∑
`=1

%−2(n−`)−1x(`)

)
an

= u(x(n+1))u

(
%−2

n∑
`=1

%−2(n−`)−1x(`)

)
an+1

= u

(
n+1∑
`=1

%−2(n+1−`)−1x(`)

)
an+1

Given  as above, we set

tn() =

n∑
`=1

%−2(n−`)−1x(`).

Therefore

Adg(n)···g(1)Y = %2nAdu(tn())Y = %2nY + %2ntn()H − %2ntn()2X,

Adg(n)···g(1)H = Adu(tn())H = H − 2tn()X,

Adg(n)···g(1)X = %−2nAdu(tn())X = %−2nX.

We have

|tn()| �
n−1∑
`=0

%−2` = %−2(n−1) 1− %2n

1− %2
� %−2n.

Denote by πX the canonical projection g → g /RX. As gX ∈ RX for all g ∈
suppµ, the adjoint action by elements in E descends to an action on g /RX and
using the preceding calculations, we get

‖Adg(n)···g(1)πX(Y )‖2 = %4n + %4ntn()2,

‖Adg(n)···g(1)πX(H)‖2 = 1.

Therefore we can apply Lemma [SW19, Lem. 6.1] to deduce that for β-a.e. b ∈ B,
i.e. β-a.e.  : N→ {1, . . . , r}, the subalgebra RX is complementary to

V<−2 log % =

{
v ∈ g : lim

n→∞

1

n
‖Adbn···b1v‖ < −2 log %

}
.

�

In what follows, we denote by νb, b ∈ B, the limit (which is defined β-a.s.) given
by

νb = lim
n→∞

(b1 · · · bn)∗ν.

Here, the measure ν is a µ-stationary measure on G/Λ. We let X = G/Λ, BX =
B ×X, BBX the Borel σ-algebra on BX , and define

βX =

∫
B

δb ⊗ νbdβ(b).
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Lemma 2.4. Let πB : BX → B denote the canonical projection. Let BB be
the Borel σ-algebra on B and let AB = π−1

B (BB). Then AB ⊆ BX is countably

generated, for βX-a.e. (b, x) ∈ BX we have [(b, x)]AB = {b} ×X, and (βX)AB(b,x) =

δb ⊗ νb.

Proof. One checks that the family {δb⊗ νb : b ∈ B} satisfies the defining properties
of a family of conditional measures. This is purely formal and left to the reader. �

Lemma 2.5. Let TX : BX → BX , TX(b, x) = (Tb, b−1
1 x). Then βX is TX-

invariant.

Proof. This is essentially purely formal. Uses only definition of βX and µ-stationarity
of ν. �

The subspace W∧1 acts on BX by

w.(b, x) = (b, ewx) (w ∈W∧1, b ∈ B, x ∈ X).

We denote by Φ· : BX ×W∧1 → BX the action map Φw(z) = w.z. Let AW ⊆
BBX denote the σ-algebra of Φ-invariant sets. Then AW is a refinement of AB ,
and therefore [EW11, Prop. 5.20] the leafwise measures for βX and the action
of W∧1 essentially agree with the leafwise measures for νb. In what follows, we
denote by {σz : z ∈ BX} a family of leafwise measures for the action of the Lie
subalgebra W∧1 ≤ g on BX and note that for βX -a.e. (b, x) ∈ BX the measure σ(b,x)

agrees with a leafwise measure for νb with respect to the action of W∧1 on X.
Given w ∈W∧1, we denote by τw : W∧1 →W∧1 the translation map v 7→ v+w.

Recall the following fact.

Lemma 2.6 (cf. Weikun’s talk). Let z ∈ E and w ∈ W∧1 such that τw(z) ∈ E.
Then

σz ∝ (τw)∗σΦw(z).

Proof. Cf. Weikun’s talk and [EL10, Thm. 6.3(iii)]. Added later. �

It will be convenient to introduce the map ηa : W∧1 →W∧1 given by ηa(w) = aw
for a > 0.

Lemma 2.7. For β-a.e. z ∈ BX and for all n ∈ N we have

σz ∝ (η%−2n)∗σTnX(z).

Proof. It suffices to prove

σz ∝ (η%−2)∗σTX(z).

on a set of full measure.
We note that for all w ∈W∧1

TX ◦ Φw = Φ%2w ◦ TX .

Next we note that for β-a.e. b ∈ B the map αb : x 7→ b−1
1 x defines an isomorphism

of measure spaces (X, νb) ∼= (X, νTb). Indeed, for all f ∈ Cc(X) we have∫
X

fdνTb = lim
n→∞

∫
X

fd(b2 · · · bn)∗ν

= lim
n→∞

∫
X

f ◦ b−1
1 d(b1b2 · · · bn)∗ν

=

∫
X

f ◦ b−1
1 dνb,

that is, νTb = (b−1
1 )∗νb. In particular, we get that the leafwise measures for νTb

and the leafwise measures for (b−1
1 )∗νb agree.
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We quickly recall the defining property of leafwise measures σ̃x for νb with respect
to W∧1 acting on X. Let F ⊆ X have finite, positive measure. Let A be a W∧1-
subordinate σ-algebra on F . Let λF denote the normalized restriction of νb to F .
Then for λF -a.e. x ∈ F and for all f ∈ Cc(F ) we have∫

F

fd(λF )Ax =
1

σ̃x(Vx)

∫
Vx

(f ◦ Φw)(x)dσ̃x(w).

In particular, this completely characterizes the leafwise measures.
Let (F,A, λF ) as above, i.e. A is W∧1-subordinate. Then α = α(b) defines an

isomorphism
(F,A, λF ) ∼= (α−1F, α−1A, λα−1F ).

The σ̃-algebra α−1A is again W -subordinate, as for any x ∈ α−1F we have

[x]α−1A = α−1[αx]A = α−1(Vb−1
1 x.b

−1
1 x) = (b1Vb−1

1 xb
−1
1 ).x.

In what follows, we denote by Ux the open subset of W∧1 such that w ∈W∧1 7→ w.x
is injective and [x]α−1A = Ux.x. Using the above calculation and the fact that the
contraction ratios are all equal, we get Ux = %−2Vαx. Using the characterizing
property, we get

1

σ̃αx(Vαx)

∫
Vαx

(f ◦ Φw)(αx)dσ̃αx(w) =

∫
F

fd(λF )Ax

=

∫
α−1F

(f ◦ α)d(λα−1F )α
−1A
x

=
1

σ̃x(Ux)

∫
Ux

(f ◦ α ◦ Φw)(x)dσ̃x(w)

=
1

σ̃x(Ux)

∫
%−2Vαx

(f ◦ Φ%2w ◦ α)(x)dσ̃x(w)

=
1

(η%2)∗σ̃x(Vαx)

∫
Vαx

(f ◦ Φw)(αx)d(η%2)∗σ̃x(w).

This shows that (η%−2)∗σ̃αx ∝ σ̃x. Using the previous remarks, we know that for

almost every (b, x) ∈ BX we have σ(b,x) = σ̃x, and therefore

σ(b,x) ∝ σ̃x ∝ (η%−2)∗σ̃b−1
1 x ∝ (η%−2)∗σTX(b,x).

�

We want to prove the following proposition.

Proposition 2.8. Let F ⊆ BX of full measure. Then for βX-a.e. z0 ∈ F , for
all A > 0, there exist w ∈W∧1 and z′ ∈ F such that

‖w‖ < A and Φw(z′) ∈ F and σΦw(z′) = σz′ = σz0 .

Remark 2.9. When interpreted correctly, the map σ· taking values among pro-
portionality classes of Radon measures on W∧1 is a mesurable map between the
topological space BX and the metrizable space of proportionality classes of Radon
measures satisfying a certain growth condition; cf. [EL10, Thm. 6.30]

For the extended proof it will be useful to fix some notation motivated later.
Any upper triangular matrix p ∈ G can be written uniquely in the form g = agug
for a diagonal matrix ag and an upper triangular unipotent ug. Explicitly, we have(

α β
0 1/α

)
=

(
α 0
0 1/α

)(
1 β/α
0 1

)
.

We write P for the group of upper triangular matrices in G and note that P
preserves W∧1 = RX and acts by similarities an W∧1. Given a sequence b =
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(bn)n∈N ∈ PN we will write bn = anun where an = diag(αn, 1/αn) and un is upper
triangular unipotent.

For what follows, it will be useful to note that given F̃ ⊆ BX and a W∧1-
subordinate σ-algebraA on F , the σ-algebra T−1

X A on T−1
X F is not W∧1-subordinate

if r = |E| > 1. Indeed, let z = (b, x) ∈ T−1
X F , z′ = TXz and let V ⊆ W∧1 be open

and bounded such that the map w ∈ V 7→ w.TXz is injective and [TXz]A = V.z′,
then

[z]T−1
X A

=

r⊔
i=1

(
{giTb} × η%−1V gib

−1
1 x

)
.

Note that each atom is therefore a finite union of open W∧1-plaques.

Remark 2.10. Recall [EL10, Def. 6.2]: A subset A of the orbit W∧1.z is an
open W∧1-plaque if for every z′ the preimage of the orbit map, i.e. the set

{w ∈W∧1 : w.z′ ∈ A},

is open and bounded.
So let us show for completeness that for βX -a.e. z ∈ BX the stabilizer of z

in W∧1 is trivial.
We first show that for β ⊗ ν-a.e. z ∈ B ×X the stabilizer of z in W∧1 is trivial.

To this end we consider the forward random walk Tf : B ×X → B ×X given by

Tf(b, x) = (Tb, b1x) ((b, x) ∈ B ×X).

The measure β ⊗ ν is Tf -invariant.
The set P ⊆ X of W∧1-periodic points is measurable, which in this setup e.g. fol-

lows from [EW11, Lem. 11.29]. The map Tf preserves B × P as E is contained in
the normalizer of W∧1. Given a point z ∈ B × P , let λ(z) be the volume of
W∧1.z, which depends measurably on z. Let K ⊆ B×P compact such that λ|K is
continuous and

β
(
(B × P ) \K

)
< ε.

Using Poincaé recurrence, for β⊗ν-a.e. z ∈ K there exists a sequence (nk)k∈N such
that nk → ∞ as k → ∞, Tnkf (z) ∈ K for all k ∈ N and Tnkf (z) → z as k → ∞.
Therefore λ(Tnkf (z))→ z as k →∞.

On the other hand we have

StabW∧1
(
Tnf (z)

)
= η%−2n

(
StabW∧1(z)

)
and therefore λ(Tnf (z)) = %−2nλ(z) for all n→∞. It follows that (β ⊗ ν)(K) = 0.
Hence inner regularity of β ⊗ ν and Lusin’s theorem imply that B × P is a nullset
and therefore P is a nullset.

We now deduce that for βX -a.e. z ∈ BX the stabilizer of z in W∧1 is trivial.
First of all we recall that

ν =

∫
B

νbdβ(b)

and therefore the above argument implies that νb(P ) = 0 for β-a.e. b ∈ B. By
definition of βX we hence also find βX(B × P ) = 0 or equivalently

βX(B × (X \ P )) = 1.

This proves the claim.

Proposition 2.11. For β-a.e. z = (b, x) ∈ BX the measure νb is non-atomic
and νb(ΦW∧1(x)) = 0.

Proof. In what follows we denote by Rn : B → Homeo(X) the map given by

(2.2) Rn(b)x = b−1
n · · · b−1

1 x (x ∈ X, b ∈ B).
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In the light of Florent’s talk we only have to show that for βX -a.e. z ∈ BX

(2.3) ΦW∧1(x) ⊆ {y ∈ X : d(Rn(b)x,Rn(b)y)
n→∞−→ 0},

where d is the metric on X = G/Λ given by

d(gΛ, hΛ) = inf
λ∈Λ

dG(gλ, h) (g, h ∈ G)

for some right-invariant metric dG on G inducing the topology on G.
In order to prove (2.3) x ∈ X arbitrary, w ∈W∧1 and y = exp(w)x. Then

Rn(b)y = exp(Adb−1
n ···b−1

1
w)Rn(b)x = exp(%2nw)Rn(b)x.

Using right-invariance of the metric dG, we get

d(Rn(b)y,Rn(b)x) = d(exp(%2nw)Rn(b)x,Rn(b)x) ≤ dG(exp(%2nw), 1)
n→∞−→ 0.

�

Corollary 2.12 (cf. [BQ11, Cor 6.15]). Let L ⊆ BX measurable. Then there is
a measurable subset L′ ⊆ L such that βX(L \ L′) = 0 and for all z = (b, x) ∈ L′
there exists a sequence (un)n∈N in g \W∧1 such that un → 0 as n→∞ and zn =
(b, exp(un)x) ∈ L.

The proof makes use of the following technical lemma, which we include for
completeness.

Lemma 2.13. Let Y be a second countable metric space and let λ be a Borel
measure on Y . Let T be a topology of open sets on Y and

suppλ = {y ∈ Y : ∀V ∈ T y ∈ V =⇒ λ(V ) > 0}.

Then suppλ is measureable and Y \ suppλ is a nullset.

In the current discussion X, B, and BX are of course second countable metric
spaces.

Proof. One easily sees that Y \ suppλ is open, therefore suppλ is closed and in
particular measurable. Let now A ⊆ Y \suppλ. For every y ∈ A there exists Vy ∈ T
an open neighborhood of y such that λ(Vy) = 0. As suppλ is closed, we can assume
that Vy ⊆ Y \ suppλ. The family {Vy : y ∈ A} is an open cover of A. As A is a
subspace of a product of a second countable metric space, it is Lindelöf. Therefore
there exists a sequence (yn)n∈N in A such that {Vyn : n ∈ N} is an open cover of A.
Hence

λ(A) ≤
∑
n∈N

λ(Vyn) = 0.

�

Proof of Corollary 2.12. If βX(L) = 0, the statement is trivially true. So assume
now that βX(L) > 0. As of inner regularity of βX we can assume without loss of
generality that L is compact. Let πB : BX → B denote the canonical projection and
set F ′ = πB(L). The set F ′ is compact and therefore measureable. Given b ∈ F ′
set

Lb = {x ∈ X : (b, x) ∈ L}.
Then

βX(L) =

∫
B

∫
X

χL(b, x)dνb(x)dβ(b)

=

∫
F ′
νb(Lb)dβ(b).
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Let F ⊆ F ′ be given by

F = {b ∈ F ′ : νb(Lb) 6= 0}.
Then

βX(π−1
B (F ) ∩ L) =

∫
B

∫
X

χF (b)χL(b, x)dνb(x)dβ(b)

=

∫
F

νb(Lb)dβ(b)

=

∫
F ′
νb(Lb)dβ(b) = βX(L).

Therefore the set L1 = π−1
B (F ) ∩ L is a conull subset of L such that for all (b, x) ∈

L1 we have νb(Lb) > 0. The support of νb restricted to Lb is a conull subset
of Lb and therefore for νb-a.e. x ∈ Lb we have νb(Lb ∩ exp(U)x) > 0 for every
neighborhood U ⊆ g of 0. Let now (Un)n∈N be neighborhood basis of 0 ∈ g. As of
Proposition 2.11 we have

νb(Lb ∩ exp(Un \W∧1)x) > 0

for νb-a.e. x ∈ Lb and for every b ∈ F ′. Let un ∈ Un\W∧1 such that exp(un)x ∈ Lb,
then (b, exp(un)x) ∈ L by definition and therefore the claim follows.

�

Given n ∈ N and z = (b, x) ∈ BX , we define

hn,z : En → BX , hn,z(a) 7→ (aTnb, a1 · · · anb−1
n · · · b−1

1 x),

where

(aTnb)i =

{
gi if 1 ≤ i ≤ n,
bi otherwise.

Note that in this case the image of a under hn,z agrees with T−nX {TnXz}

Lemma 2.14 (cf. [BQ12, Lem. 4.8]). Let K ⊆ BX measurable. Then for βX-
a.e. z ∈ BX the limit

(2.4) ψz = lim
n→∞

∑
a∈En

χK ◦ hn,z(a)µ⊗n(a)

exists and satisfies ∫
BX

ψzdβ
X(z) = βX(K).

In what follows, we denote

QXn = T−nX (BBX ), QX∞ =
⋂
n∈N
QXn .

Note that QXn ⊆ QXn+1 for all n ∈ N. Let z = (b, x) ∈ BX , then

(2.5) [z]QXn = T−nX {T
n
Xz} = hn,z(E

n).

Proof. We first claim that for βX -a.e. z ∈ BX

(βX)
QXn
z =

∑
a∈En

hn,z(a)µ⊗n(a).

We denote the right hand side by λn,z. As of (2.5), the map z 7→ λn,z is QXn -
measurable. Let f ∈ L (BX) arbitrary. We will show that

(2.6)

∫
BX

∫
BX

fdλn,zdβ
X(z) =

∫
BX

f(z)dβX(z).
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Assuming (2.6), the claim follows from [EW11, Prop. 5.19]. Therefore it only
remains to prove (2.6). Recall the definition of Rn : B → Homeo(X) in (2.2).
Whenever convenient, we will abuse notation and consider Rn as a map from En

to Homeo(X). The map Rn on B is then obtain by precomposing the map on En

with the projection πn : B → En onto the first n components.
In the proof of Lemma 2.7 we have argued that R1(b)∗νb = νTb for almost

every b ∈ BX and therefore induction implies that for all a ∈ En and for almost
all b ∈ B

(Rn(b))∗νb = νTnb and (Rn(a)−1)∗νb = νab.

Using T -invariance of β this implies∫
BX

∫
BX

fdλn,zdβ
X(z) =

∫
B

∫
X

∫
BX

fdλn,(b,x)dνb(x)dβ(b)

=

∫
B

∫
X

∑
a∈En

f(aTnb, Rn(a)−1Rn(b)x)µ⊗n(a)dνb(x)dβ(b)

=
∑
a∈En

∫
B

∫
X

f(aTnb, Rn(a)−1x)dνTnb(x)dβ(b)µ⊗n(a)

=
∑
a∈En

∫
B

∫
X

f(ab,Rn(a)−1x)dνb(x)dβ(b)µ⊗n(a)

=
∑
a∈En

∫
B

∫
X

f(ab, x)dνab(x)dβ(b)µ⊗n(a)

=

∫
B

∫
X

f(b, x)dνb(x)dβ(b) =

∫
BX

fdβX .

This shows in particular that E(χK |QXn )(z) = λm,z(f) for βX -a.e. z ∈ BX .
Now the decreasing martingale theorem, cf. [EW11, Thm. 5.8], implies that

lim
n→∞

E(f |QXn )→ E(f |QX∞)

β-almost surely and in L1(BX , βX). In particular, the limit

ψz = lim
n→∞

λn,z(χK)

exists βX -almost surely and∫
BX

ψzdβ
X(z) =

∫
BX

E(χK |QX∞)dβX = βX(K).

�

The following is a simple but crucial observation which is due to the uniform
contraction ratio. It is important to keep in mind that the situation is more com-
plicated for more general sets E.

Proposition 2.15. Let F ⊆ BX be a conull subset so that for all z ∈ BX the
conclusion of Lemma 2.7 applies. Then for all z ∈ F and for all n ∈ N and a ∈ En
such that hn,z(a) ∈ F , we have

σz = σhn,z(a) (a ∈ En).

Proof. We note that TnX(hn,z(a)) = TnX(z). Therefore z, hn,z(a) ∈ F implies

σhn,z(a) = (η%−2n)∗σTnX(hn,z(a)) = (η%−2n)∗σTnX(z) = σz.

�



10 MANUEL W. LUETHI

For what follows, we make the following observation. Let x, y ∈ X and as-
sume y = exp(v)x, where v ∈ g. Let b ∈ B arbitrary and a ∈ En. Then

hn,(b,y)(a) =
(
aTnb, Rn(a)−1Rn(b) exp(v)x

)
=
(
aTnb, exp(Ada1···anb−1

n ···b−1
1
v)Rn(a)−1Rn(b)x

)
= exp(Ada1···anb−1

n ···b−1
1
v).hn,(b,x)

In what follows, we will abuse notation and use Rn(b) to denote Adb−1
n ···b−1

1
∈ SL(g).

We also define Fn,b(a) = Rn(a)−1 ◦ Rn(b) ∈ SL(g). In this notation, the above
calculation can be written more concisely in the form

(2.7) hn,(b,y)(a) = exp(Fn,b(a)v).hn,(b,x)(a).

Lemma 2.16 (cf. [BQ11, Lem. 7.3]). For all ε, η > 0 there are r0 ≥ 1, n0 ∈ N such
that for β-a.e. b ∈ B, for all n ≥ n0 and for all u ∈ g \ {0}

(2.8) β

{
a ∈ B :

1

r0
≤ ‖Fn,b(a)u‖
%−2n‖Rn(b)u‖

≤ r0

}
> 1− ε

and

(2.9) β
{
a ∈ B : d(RFn,b(a)u,W∧1) ≤ η

}
> 1− ε.

Proof. Recall from [SW19, Prop. 3.1] that for all ε′ > 0 there are c0 > 0, n0 ∈ N
such that for all n ≥ n0 and for all v ∈ g \ {0}

(2.10) β

{
a ∈ B : c0 ≤

‖Rn(a)−1v‖
‖Rn(a)−1‖‖v‖

}
> 1− ε

By construction Rn(a) corresponds to conjugation with a matrix gn of the form

gn =

(
%−n yn

0 %n

)
,

where

yn =

n∑
`=1

%−n+2`−1x(`)

for some  : N→ {1, . . . , r}; cf. the proof of Corollary 2.3. Moreover, we have shown
that |yn| � %−n. As all norms on Mat3(R) ∼= End(g) are equivalent, one obtains
that ‖Rn(a)−1‖ � %−2n. More explicitly, let

g =

(
a b
0 d

)
,

then

AdgX = a2X,

AdgH = −2abX + adH,

AdgY = −b2X + bdH + d2Y.

Therefore, the map Adg is represented by the matrix

[Adg]{X,H,Y } =

a2 −2ab −b2
0 ad bd
0 0 d2

 .

We therefore get

‖Adg‖∞ � ‖g‖2∞.
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Applying (2.10) with vector v = Rn(b)u, we get that for all ε > 0 there are c0 >
0, n0 ∈ N such that for all u ∈ g \ {0} and for all n ≥ n0 we have

β

{
a ∈ B : c0 ≤

‖Fn,b(a)u‖
%−2n‖Rn(b)u‖

}
> 1− ε.

Note that for all u ∈ g \ {0} we have

‖Fn,b(a)u‖
%−2n‖Rn(b)u‖

≤ ‖Rn(a)−1‖
%−2n

≤M0

for someM0 > 0 which only depends on E. Therefore (2.8) follows after setting r0 =
max{M0, c

−1
0 }.

In order to prove (2.9), we apply [SW19, Prop. 3.1b] with vector v = Rn(b)u. �

Proof of Prop. 2.8. Let ε ∈ (0, 1) arbitrary. As of remark 2.9 there is K ⊆ F
compact such that βX(K) > 1 − ε2 and the map z 7→ σz is continuous on K.
Denote Fε = {E(χK |QX∞) > 1− ε}. On the one hand we β-almost surely have 1 ≥
E(χK |QX∞). Therefore Lemma 2.14 implies

1− ε2 < βX(K) =

∫
BX

E(χK |QX∞)dβX

≤ (1− ε)βX(BX \ Fε) + βX(Fε)

= (1− ε) + εβX(Fε).

It follows that

1− ε ≤ βX(Fε).

Let F1 ⊆ BX a set of full measure such that for all z ∈ F1 we have

E(χK |QXn )(z)
n→∞−→ E(χK |QX∞)(z)

and for all n ∈ N
E(χK |QXn )(z) =

∑
a∈En

χK ◦ hn,z(a).

Using Lusin’s theorem, we choose L1 ⊆ F ∩ F1 such that βX(L1) > 1− ε and the
restriction of f = E(χK |QX∞) to L1 is continuous. Using Egorov’s theorem, we can
find L2 ⊆ L1 compact such that βX(L2) > 1−ε and the convergence E(χK |QXn )→
E(χK |QX∞) is uniform on L2. In particular, there is n0 ∈ N such that for all n ≥ n0

and for all z ∈ L we have

1− ε < E(χK |QXn )(z).

Therefore we have for all z ∈ L2 and for all n ≥ n0

βX
(
b ∈ B : hn,z ◦ πn(b) ∈ K

)
= µ⊗n

(
{a ∈ En : hn,z(a) ∈ K}

)
> 1− ε.

We next intersect L2 with the set

Z = {(b, x) ∈ BX : νb is non-atomic and νb(ΦW∧1x) = 0}

to obtain a conull subset in L2 by Proposition 2.11. In what follows, L ⊆ L2 is a
compact subset satisfying βX(L) > 1− ε.

As of Corollary 2.12, for βX -a.e. (b, x) ∈ L there exists a sequence (um)m∈N
in g \W∧1 such that um → 0 as n → ∞ and (b, exp(um)x) ∈ L for all m ∈ N. In
particular, letting z0 = (b, x) and zm = (b, exp(um)x), we have

β({a ∈ B : hn,zm(a) ∈ K}) > 1− ε

for all n ≥ n0 and for all m ∈ N ∪ {0}.
Given m ∈ N consider the sequence

rn,m = %−2n‖Rn(b)um‖;
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cf. (2.8). As um 6∈ W∧1 for all m ∈ N and referring to the proof of Corollary 2.3
(with inverted gi’s), we see that the sequence rn,m is unbounded for every m ∈ N.
We also note that

(2.11)
rn+1,m

rn,m
≤ %−2‖R1(bn+1)‖ = %−4.

Let now A > 0 arbitrary, then (assuming that um is sufficiently small), we let nm ∈
N minimal such that

A

r0%−4
≤ rnm,m.

As um → 0 in m, we have nm → ∞ as m → ∞. We note that minimality of nm
implies

A

r0
≥ A

r0%−4

rnm,m
rnm−1,m

> rnm,m

as of (2.11). Recall (2.9) and note that we can construct a sequence ηm > 0 such
that ηm → 0 and for β-a.e. b ∈ B, for all u ∈ g \ {0} and for all m we have

(2.12) β({a ∈ B : d(RFnm,b(a)u,W∧1) ≤ ηm}) > 1− ε.

As ε > 0 was chosen very small, there now exists am ∈ B contained in the in-
tersections of the sets in (2.8) and (2.12) and such that both hnm,z0(am) ∈ K
and hnm,zm(am) ∈ K.

After possibly passing to a subsequence we find that
(1) ζ ′m = hnm,z0(am) converges to a limit z′ ∈ K,
(2) ζ ′′m = hnm,zm(am) converges to a limit z′′ ∈ K,
(3) Fnm,b(am)um converges to a vector w ∈W∧1 satisfying

A

r2
0%
−4
≤ ‖w‖ ≤ A

r2
0

.

Note that πB(ζ ′m) = πB(ζ ′′m) for all m ∈ N. Moreover (2.7) implies that

ζ ′′m = exp(Fnm,b(am)um)ζ ′m.

In particular

z′′ = Φwz
′.

Since [σ]—the map sending a point z ∈ BX to the proportionality class of the
leafwise measure σz—is continuous on K, we get

[σz′ ] = lim
m→∞

[σζ′m ] = [σz0 ],

[σΦwz′ ] = lim
m→∞

[σζ′′m ] = lim
m→∞

[σzm ] = [σz0 ].

As r0 ≥ 1, the claim follows. �

Corollary 2.17. For βX-a.e. z ∈ BX we have

StabW∧1([σz]) = W∧1.

Proof. As of Lemma 2.6, there is a βX -conull subset F ⊆ BX such that for all z ∈ F
and for all w ∈W∧1, if Φwz ∈ F , then

(2.13) σz = (τw)∗σΦwz.

As of Proposition 2.8 for βX -a.e. z ∈ F and for all ε > 0 there exits a non-zero
element w ∈W∧1 of norm less than ε and a point z′ ∈ F such that Φwz

′ ∈ F and

σΦwz′ ∝ σz′ ∝ σz.

On the other hand (2.13) implies

σz′ = (τw)∗σΦwz′
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and therefore
(τ−w)∗σz ∝ σz.

As ε > 0 was arbitrary, we have shown that the stabilizer of [σz] contains a non-
discrete non-trivial subgroup of W∧1. As the stabilizer is closed and W∧1 is one-
dimensional, the claim follows. �

Corollary 2.18. For βX-a.e. z ∈ BX we have

StabW∧1(σz) = W∧1.

Proof. As of Corollary 2.17, we know that for βX -a.e. z ∈ BX there is a linear
map χz : W∧1 → R such that for all w ∈W∧1

(τw)∗σz = eχz(w)σz.

Recall from Lemma 2.7 we can fix normalizations and a constant c > 0 (depending
on z and n) such that σTnXz = c(η%2n)∗σz. Therefore for all w ∈W∧1 we get

(τw)∗σTnXz = c(η%2n)∗
(
(τ%−2nw)∗σz

)
= ce%

−2nχz(w)(η%2n)∗σz

= e%
−2nχz(w)σTnXz.

In particular
χTnXz = %−2nχz.

The character χz depends measurably on z and therefore combining Lusin’s theorem
and Poincaré recurrence it follows that βX -almost surely χz = 0. �
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